Tutorial Title: Linked Data for Language Technologies
Tutorial Descriptions:
This tutorial will cover the following topics:
1. Foundations.
This topic will provide the necessary foundations in Linked Data (LD) and knowledge representation on the Web (ontologies, RDF, SPARQL, etc.) in order to undertake practical work in the rest of the tutorial.
2. Modelling lexical resources on the Web with lemon.
This session aims at giving an overview of lemon, a model for ontology lexica. We will illustrate the ability of lemon for linking lexical information to online ontologies.  Its impact on applications that need deeper information about the syntax, structure and semantics of lexical entries will be discussed. We will illustrate how to publish linguistic resources with Lemon. In particular we will describe three use cases: the LD-based version of Wordnet, the LD-based version of BabelNet, and the EuroSentiment use case, which implements a pipeline for the conversion, integration and extension of language resources for aspect-based sentiment analysis into Linguistic Linked Data according to the lemon and Marl formats.
3. Integrating NLP with Linked Data and RDF with the NLP Interchange format.
This topic will be focused on the NLP Interchange Format (NIF), an RDF/OWL-based format that provides a LD-enabled URI Scheme to represent and publish texts, annotations and corpora on the Web of Data in an interoperable way using ontologies such as OLiA, NERD, MARL, lemon, ITS 2.0 and DBpedia. We will show how to convert back and forth from common formats such as CoNLL and GATE XML and show concrete benefits of RDF tool support once the resources are converted (validation, linking, querying, reasoning). 
4. Methodology for Linked Data Generation.
In this session we will focus on the process of generating and publishing LD from a domain specific resource. The goal is to present the main activities of the LD generation process and some tools that can be used for LD generation and linking.
So, The tutorial outline will be:
1. Foundations  (30 mins)

2. Modelling lexical resources on the web with Lemon (90 mins) 

a. Introduction to Lemon

b. Case Study I: WordNet with Lemon 

c. Case study II: BabelNet with Lemon 

d. Case Study III: EuroSentiment use case

3. NIF (45 mins)

a. Introduction

b. POS, NER and NEL Corpora in NIF

c. Tool support and  available resources 

4. Guidelines for Linked Data Generation using Terminesp as example (45 mins)

5. Conclusions (15 mins)

Motivation and Topics of Interest:
Linked Data (LD) is a set of best practices for exposing, sharing, and connecting data on the Web. In the last year, researchers working on linguistic resources showed great interest in publishing their data as LD. Nowadays, there are many good examples involving important organizations and initiatives that stress the opportunities offered by LD and foster the aggregation of multi-language open resources into the Linked Open Data cloud. By interlinking multilingual and open language resources, we foresee a Linguistic Linked Open Data (LLOD) Cloud, a new linguistic ecosystem laying on the Linked Data principles that will allow the open exploitation of such data at global scale. In particular, these are some key benefits of Linguistic LD:
1.      Provide enhanced and more sophisticated navigation through multi-language data sets,
2.      Increase the visibility of linguistic data,
3.      Support easier integration of linguistic information into research documents and other digital objects,
4.      Support easier integration of linguistic information with (LOD) datasets, enhancing the natural language description of those datasets,
5.      Facilitate re-use across linguistic datasets, thus enriching the description of materials with information coming from outside the organization’s local domain of expertise, and
6.      Describe language resources in RDF and make them indexable by standard semantic search engines, and
7.      Allow developers and vendors to avoid being tied to domain-specific data formats and dedicated APIs.
In this tutorial, we aim at establishing the basis for exposing language resources in the LLOD.  
This Tutorial will be supported by LIDER,  a CSA -project number 610782- whose goals is to collaborate on Linked Data as an enabler of Cross-media and multilingual content analytics for enterprises across Europe. 
Estimated Audience:
20-30 participants. 
Audience Profile:
The audience should consist of PhD students, post-docs, or industry people working with NLP applications that aims at: 
1. Exposing linguistic resources as Linguistic Linked Open Data or Linguistic Licensed Linked Data

2. Exploring how the LOD cloud represents a valuable resource for multilingual NLP. 

We do not assume that the audience has some experience with ontology languages.
Duration of the tutorial: 
Half a day
Contact Person:  
Asunción Gómez-Pérez
Email address of the Contact Person: 
asun@fi.upm.es
Tutorial Speakers:
Paul Buitelaar, Senior Research Fellow at INSIGHT,  the National Center for Data Analytics, National University of Ireland, Galway. His research interests are in language technology for semantic-based information access, semantic search and navigation, ontology-based information extraction, ontology learning.
Jorge Gracia, postdoctoral researcher in the Artificial Intelligence Department of Universidad Politécnica de Madrid. His research interests include ontology matching, semantic measures, and multilingual Semantic Web. He co-organised with John McCrae the tutorial on “Enriching the Web with Ontology- lexica” at LREC’12.
Asunción Gómez-Pérez, full professor in Computer Science and Director of the Ontology Engineering Group at Universidad Politécnica de Madrid. Her main research areas are: Ontological Engineering, Semantic Web and Knowledge Management. She has experience in organizing tutorials at different events such as ECAI, ISWC, ESWC, etc. She coordinates the LIDER EU-funded Coordinated Support action.
Sebastian Hellmann, research fellow for the AKSW research group (Universität Leipzig, Germany). He is member of the LOD2 EU project, and contributor, co-founder and leader of several open source projects including DL-Learner, DBpedia, and NLP2RDF.
John McCrae, postdoctoral researcher at the Semantic Computing Group at CITEC in the University of Bielefeld. He was involved in the creation of the lemon model and through activities in the W3C Ontolex CG and OKFN Working Group on Open Linguistics has been involved in the creation of the LLOD cloud.
Roberto Navigli, associate professor in the Department of Computer Science at the Sapienza University of Rome. He is the recipient of an ERC Starting Grant in computer science and informatics on multilingual word sense disambiguation (2011-2016) and a co-PI of a Google Focused Research Award on Natural Language Understanding. His research interests lie in the field of Natural Language Processing.
Daniel Vila-Suero, PhD candidate at Universidad Politécnica de Madrid. His main research areas are: Linked Data, Digital Libraries and multilingual data management and integration on the Web. 
