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Dear ELRAMembers

The beginning of 1998 has found ELRArd at work at its core business of acquiring and distributing language resources,
we have since December distributed some 16 speech resources and 13 text r@$munsg.resources featured in this
issue are the Bilingual Collocational Dictionary from Horst Bogatz and the SPK speech database from ITTO{HRST

In addition, the corpus and lexicon validation manuals are now both available from thedffide@fand on the ELRA

Web site.The market study has been completed and the full results will be sent to members and other survey participant
shortly We are also proud to welcome four new members in 1998: DaBelez Aerospace, GermanyVildfire
Communications Inc., USA; Sony International, Germany&n@s Instruments Inc., USA.

ELRA has increased its project activiti&®¥ork has included attending the kick-ofieeting of ELSE, which will address

the problems of an evaluation infrastructure for speech and language in Europe. One question to be answered in tt
context is whether ELR8hould become a centre for evaluating technologies/applications or whether it should simply pro
vide resources for evaluation to a third party (e.g. a new infrastructure or association or a network of evaluation-and asses
ment sites)We have also prepared a number of documents for the $BpeechDalcross LatinAmerica) project, inclu

ding draft co-production agreements. ELR&s participated in an ESPRpFoposal on the reuse of ELRAsources in

the translation of keywords Web pages, and has participated in a road-map discussion with ELE&HEBut not least,

ELRA will join the interest group for the SENSEV project, which is working toward the semantic tagging of a corpus

to be used for tagger evaluation. ELRAposes to supply the raw data and distribute the tagged data.

In the mean time, we have still found time to relocate to néicesf(see the address on the cover of this issue for full
details) with efect from February IThis move enables us to expand our activities according to the plans for 1998 and on
top of that welcome our board and committees for meetings in more convenient premises.

We have also been pushing ahead with preparations for the LREC conference in Granada at the enOvefr @9
papers have been accepted, along with eight workshop propd&akre looking forward to what will obviously be a
major event in language engineering in Europe. In parallel with the conference VidlLBA organising an exhibition for
companies or projects wishing to demonstrate their products or prototypes. For more details, contact thifidel @A
send an e-mail to elra-elda@calva.net. If you have not already registered for the Conferenge,yoa to do so naw
You will find the registration form on the ELRAeb site (http://wwwicp.grenet.frfELRA/home.html). Remember that all
ELRA members are granted registration of one person free ajethar

In this issue, there are a number of valuable articles @erafitt aspects of language engineering. Melvyn Hunt of Dragon
Systems UK has provided a clear overview of the state of the art in dictation systems, while Frédérique Segend and co
leagues at Rank Xerox have reported on their development of multilingual shigtems. Other reports feature
EuroWordnet (Piek/ossen) and th&POLLO project (Guy Deville and Pierre Mousel). In addition, ELiRAroud to pre

sent evidence of the growing recognition of thigamisation outside the immediate language communitjhe form of

an article by Bernard Montelh which appearetlénMondeon 1 February 1998, in which the ELRIEO expressed his

view on the importance of language resources and in the French Govesnaetioti programme on "Preparing France's
Entry into the Inform@tion SocietyAfter the hard work of our set-up period, it is gratifying to note how the visibility

and appreciation of our ganisation, and hence of you, its members, is now obviously rising.

Antonio Zampolli, President Khalid Choukri, CEO

Erratum:

In the aticle by Florian Schiel, "Rsbabilistic analysis of mmounciation with MAUS" (NewslettepM2 N.4, p.6-9), a section of the
text describing evaluation of a phonetic/phonemic segmentation of aybittt@rances, was left outeWish to exmss our apologies
to the author and oureladers for this unfaunate oversight. The paragraph missing is enclosed as a separate page.
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Latest News on the

LREC

28-30 May 1998 in Granada, Spain

he peparations for the Granadé

I confeence, initiated by ELRA, ar
progressing accating to plans. The
confeence will focus on the followin
issues: the availability of languag
resouces and the methods for the evall
tion of resouces, technologies and gr
ducts, for written and spoken languag

Substantial mutual benefits can be expec
from addessing issues like these dhgh

international co-operation. The aim of th|s

Confeence is to pvide an overiew of the
state-of-the-af, discuss posblems and
oppotunities, exchange informatioegar

ding ongoing and planned activities, fa
guage esouces and their applications, dis
cuss evaluation methodologies and dema
trate evaluation tools, explerpossibilities
and pomote initiatives for international co
operation.As of todaylate Febuary, moe

than 200 papers have been accepted by
Program Committee, and they will beepr
sented in oral, poster or demo sessions
the confeence. The mgramme will be -

sented in Mash and published on the ELRA

(http://wwwicp.grenet.fr/ELRA/home.html
and LREC Whb-sites (http://cas.ugres/
~rubio/elra.html).

In parallel with the conference, an exhik
tion will be oganised by ELRAThis exhi

bition is open to companies and proje
wishing to promote, present and demonst
te their products and prototypes to the wi
range of experts and representatives fron
over the world participating in the confere

ce. For more information on this, pleags

contact the ELDA office on elra-

elda@calva.netAs for activities at the

conference itself, the following panel

pre- and post-conference workshops w

be held. For complete informatio
on the workshops, please cons
http://www.icp.grenet.fr/ELRA/home.html

Panel of the FundinggenciesMembers of

the major agencies funding research 3

development in Language Engineeri
(NSF, ARPA, EC, etc.) will discuss priori

ties and perspectives for international g

operation.Lexical Semantic t8ndards for

Information System&:he panel will discuss
guidelines for the standardisation of lexig
encoding with specific reference to requife pora; taxonomy adaptation; statistic

ments for Machine Translation and
Information SystemsIndustrial and R&D
use of Language Resaes:Users and pro
viders of Language Resources, from ind
trial companies and from the public rese

1 economical aspects of producing, disti
buting and using Language Resourc
and the importance of their availabilit
) Linguistic Coreference

€ 26 May 1998, morning session

aAims: It is essential, for a natural kKl

Contact: Prof. Paolgelardi at :
velardi@dsi.uniromal.it

Minimising the Efort for Language
Resourcécquisition
26 May 1998, afternoon session

‘ - ' The proposed workshop will be devoted to
eguage processing system, to InstantialfoANY TECHNOLOGICAL AND ADMI -
te%QCh object, process, attribute, and-pr(N|STRATIVE FACET OF ECONOMYOF
rty correctly so that all references t ACQUISITION EFFOR. Examples are:
the same item be recognised as such @ minimisation of efort in acquiring monolin
an inventory of all distinct items bg ga| and multilingual text corpora; minimi
accurate at all imeghis problem is far| sation of efort in acquiring computational
from being resolvedThere are both lin | |exjcons; minimisation of &rt in acquisi
| guistic and computational reasons 10tjon of resources for the support of corpus-
this deficiency First, there is no sati§ pased language engineering methods; -mini
nfactory microtheory of linguistic coréfe| mjsation of efort in acquiring grammatical
Fence. Secondlythere is no satisfactory coverage of languages and sublanguages;
| application of such a microtheory 10methods of determining levels of reusability
NLP. One persistent problem throughu of existing language resources; balancing
he existing computational ventures infcihe needs of the application and the grain
%ref_erence has been the lack of| sjze of language description; minimisation
consistent theoretical approach 10 |itof effort through balancing automatic and
AWhat is needed for a full, accurate, afVinteractive methods of knowledge acqisi

reliable approach to coreference can|bijion: evaluation of potential utility of
summarised, somewhat schematicallyresources to applications.

) as involving the following steps;
1. understanding fully the range of t
phenomenon and of the rules that gov

i it (theory); 2. determining the extent
machine-tractable information in th

ctsules; 3. taking stock of all the rules th

racan be computed; 4. developing t

deppropriate heuristics for the computak

dlules; 5. computing the rules.

'[Contact: Dr Sara J Shelton at:
sjshelt@afterlife.ncsc.mil

Contact: Svetlana Sheremetyeva at :
lana@crl.nmsu.edu

€
2l

gThe Evaluation of Parsing Systems

a‘26 May 1998, afternoon session

he This workshop will provide a forum for
|researchers interested in the development
and evaluation of natural language gram
mars and parsing systems, and in the-crea
tion of syntactically annotated reference
corpora.The aim of this workshop is to pro
vide a forum for discussion of evaluation
‘methods for parsing systems, and proposals
for the development of syntactically annota
ted language resourcéhe topics are: des

[ criptions of generic syntactic annotation
V¢schemes; methodologies and metrics for
lparsing system evaluation; reports and-ana
J lyses of the results of utilising particular
> parser evaluation schemes; description/ana
- lysis/experience of language-dependent and

D

Adapting Lexical and Corpus Resourc|
5.to Sublanguages arpplications
ilb6 May 1998, morning session

N The workshop will provide a forum fo
ilihose researchers involved in the de
lopment of methods to integrate corpg
and MRDs, with the aim of addin
inddaptive capabilities to existing lingui
ngic resources.The Central topics are

[()

corpus-driven tuning of MRDs to opti {5sk-dependent  syntactic  annotation
omise domain-specific inferences; tefn)i gchemes.
nology and jagon acquisition; sense - -
extensions; acquisition of preference o%ﬁ:ti;tr'rgﬁ) glg?g'&;c uk
abubcategorization information from eof JOnN. gs. — _
aTowards a  European  Evaluation

sInfrastructure for NLand Speech
27 May 1998, morning session

isRight now a generic framework for semi
A automatic quantitative black-box evaluation
skof Speech and NLBystems does not ex

weighting of senses etc. to domains; U
of MRDs to provide explanations of 4in
guistic phenomena in corpora; what
sthe scope of "lexical tuning"; the evalu
artion of lexical tuning as a separate tas

ch sectaorwill discuss the priorities and th
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developers and users prefer to ask the

nion of local experts as any other way |oresearchers with little funding and r
processing is either unrealistic or too casilyexisting corpora to begin developing
The LE4 project ELSE aims at providingusable speech or text database.

developers with a generic strategy and-def
nition of the primary building blocks needeo
to implement a semi-automatic quantitatiy¢

black-box evaluation schem®opics inclu

sons from the past, the need for langu
resources.

Contact: $even Krauwer at:
steven.krauwer@let.ruu.nl

Language Resources for European Mino
Languages

27 May 1998, morning session

The minority or "lesser used" languages
Europe (e.g. Basqué&\elsh, Breton) are
under increasing pressure from the ma
languages. Some of them (e.g. Gaelic)
becoming endangered, but others (€
Catalan) are in a stronger position, with
certain amount of ditial recognition and
funding. Some minority languages ha
been adequately researched linguistica
but most have not, and the vast majority
not yet possess basic speech and langt
resources which are digient to permit

atranscription and labellingAutomated

y¢largerscale databases; Dissemination

q lities for future collaboration.

commercial development of producihe

faim is to make it easier for isolate

Contact: BrionyWilliams at:
briony@cstred.ac.uk.

{Central and Eastern European Langua
27 May 1998, afternoon session

Speech databases have been produce
a number of the world's major languag
~ but most languages of Central and East
ItEurope have received little attention
international terms until recentlyhough
they are of major importance for the fut
cre of European speech sciertiee topics
are: Recording techniques and standal
icAvailable software toolsAnnotation,

(time-alignment of labels; Phonetic pr
:blems of languages of Central and East
Europe; Quality control; Requirements f

[ndata, recording further languages, poss

dDistributing and Accessing Linguistic
oResources
€27 May 1998, afternoon session

This workshop will discuss ways to increa
se the dfcacy of linguistic resource distri
bution and programmatic access, and work
towards the definition of a new method for
these tasks based on distributed processing
cand object-oriented modelling with deploy
gment on theVWW. In general the reuse of
NLP data resources has exceeded that of
y algorithmic resources. Howevethere are
hStill two barriers to data resource reuse
e Which will be discussed: 1) each resource
rhas its own representation syntax and- cor
responding programmatic access mode;
, 2) resources must generally be installed
locally to be usablelhis workshop will dis
gcuss ways to overcome these barriers.

Contact:Yorick Wilks at:
yorick@dcs.shef.ac.uk

D
e Translingual Information Management:
prCurrent Levels and Futudgilities

¢30 May - 1 June 1998

bThis is a two-day post conference workshop
to be held after the LREC.

c

Contact: Peter Roach at:

Contact: Nancy Ide at:

p.j.roach@reading.ac.uk

ide@cs.vassadu

Practical Automatic Dictation Systems

Melvyn J. Hunt

ext ceation is possibly the mosefr
I quent purpose of human interactid
with computers. It is thefore natural

to want to simplify this mcess by mviding
automatic transcription of spoken inpuA.
generation ago, it was common to have

professional typist transcribe an audiecor
ding or a longhand manuscript galuced by

to his or her voice before recognitid
naccuracy reached a useful level, whi
was still relatively low by today's stan
dards. For these reasons, a high prog
tion of early users were people who ha
strong motivation, because they did n

Nfree control of virtually anywindows soft
Clware, being capable of recognising the voca
bulary appearing in menus and dialogue
Oboxes. Software-only dictation systems for
l Microsoft Windows® were subsequently
Oproduced by Kurzweil and by IBM, who had

have the option of using the keyboardpreviously ofered dictation systems for their

either because of paralysis, or beca

the originator of the text. This practice hasarthritis or RSI (Repretitivet&in Injust)

now all but disappea&d, putting pessue on

those who must eate documents buteanot

skilled typists, and consequently raising t
interest in automatic dictation.

The Emegence of Commercial General-
PurposeAutomatic Dictation Systems
Although there were some earlier syste

for composing text in narrowly define
areas, such as radiology reports, the f

general-purpose commercial dictation -sy
tem (DragonDictal@) went on sale in 1990,

British English and German versions fell
wed the originaAmerican English déring.

By today's standards, they were expens

and required the installation of a spec
audio processing board containing a digi
signal processotn addition, the user had t

made typing painful. For many sud

users, the first appearance of a hands-

himethod of creating text made a return
productive work possible.

The success of this product was helg
by the emeagence of a dominant P(
marchitecture, the IBM-compatible P(Q

d and a dominant operating syste

1£0S/2™ operating system and RS/6000™
Unix™ workstations.

hBy 1996, Windows-based general-purpose
Mdictation systems were available from three
t'sources, in a variety of languages including
American and British English, French,
eGerman, Spanish, Italian, Swedish and
= Arabic. In addition, a dictation system for the
>, Apple Mac was available fromrticulate
Systems.Although laboratory systems for

r<Microsoft DOS. Similarlythe next major| continuous dictation had been demonstrated

<advance, the elimination of the need
special hardware, was enabled by

for some time, and although some of the
hcommercial general-purpose dictation -sys

b emegence of a standard for multimedjatems allowed continuous input of commands

audio input, the widespread inclusion

jand number strings, they still required a

ivaudio input in PCs, and the faster Infepause between each word during general text
a486 processoiThe first such "software{ creation, albeit of shorter duration than was

teonly” system, DragonDictate
o Windows, appeared in 199As well as

invest significant dbrt to adapt the systen

The ELRANewsletter
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In addition, Philips had launched a topic-spe

n offering text creation, it allowed hands-cific true continuous dictation system for use
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in hospitals. It difered fundamentally fro
the systems described above in that its-e

compared represent phonemes in patti
ilar phonemic contextsThese units ar

1ge model score for an interpretation of some
spoken input can then be combined with the

tence was ééctively invisible to the person built up into words using a lexicon prev| acoustic match scores to determine the most
creating the document. He or she simplding a phonemic transcription of theprobable interpretation of an utterance. In

continued to make audio recordings f
transcription, but the transcription proc

vocabulary of the recognis@ihe compa
'rison between the spoken input and

interactive dictation systems, alternative
ninterpretations ordered by their combined

was accelerated by having a topic-specifi hypothesised word or word sequence ¢amatch scores can be made available to the
continuous speech recognition system profithen be given an acoustic match scdreuser facilitating correction of recognition
ce a first draft, which was then checked gnTypically, continuous and isolated-word errors.

corrected by a human audio typist.

The Philips system, at least its initial versi
needed special processing hardw
(ASICs). In early 1997, howeveBM laur+

ched a topic-specific continuous spee
recogniser that ran on a PC without requiri
special hardware, and a similar product us
a Dragon speech recognition engine follow

The first general-purpose continuous dic
tion system was launched Awpril 1997 and
began shipping in June of that yeHnis was
Dragon NaturallySpeaking™, and IBM
general-purpose continuous dictation -s)
tem, ViaVoice™, followed a few months
later Both worked on PCs, albeit PCs at t
high end of what was around at the time
their launches, and both worked wi
Windows 95™ and withVindows NT™. By
the end of last yeageneral-purpose cont
nuous speech recognition systems were-a
lable from both Dragon and IBM in mog
major Western European languages, as W
as inAmerican English, and Kurzweil, noy
owned by Lernout and Hauspie, had annro
ced their own product, which they calle
Voice Xpress™.

One of the most recent entrants into the ge
ral-purpose automatic dictation market is

company called Speech Machines, wh ?‘to a degradation in performance. For thi:

acknowledges the British Governmen
Speech Research Unit in Malve
and Cambridge University Engineerin
Department as sources of its speech reco
tion technologyLike the earlier Philips pro
duct, Speech Machinesfef an of-line non-
interactive approach, in which the automa
cally produced first draft is verified and €o
rected by audio typists. It dérs, howeverin

that it is ofered as a bureau service, rath
than as a product in itself, and in that
accepts telephone speech, with the com
ted document being returned via the Interr

The Technology

Although manufacturers do not always-d
close details of the technical basis of th
products, it is reasonable to infer that most
not all, commercial dictation systems follo
a similar basic technical approach.

The statistical technique of Hidden Markg
Modelling is used in the central process
recognising the phonetic identity of the spe
ch sounds to be recognisé@dhe fundamenta

dictation systems have active vocabu
pfies ranging in size from 20,000
;60,000 words, with additional back
vocabularies, whose contents can
caccessed during correction, comprisi
hup to around 200,000 words.

nindividual voices clearly diér becaus
2cof regional accents, physiology and si
gbly idiosyncratic diferences. For opti
mum recognition performance, such-d
ferences have to be taken into accoy
s The original phonetic models supplig
<with a dictation system are normally de
. ved from a broad population of male al
hfemale speakerd’hese models are the
cadapted to the useData for adaptatior]
pcan be derived either from an explid
training session, in which the user

a

The narrower the range of language used in
the dictated text, the tighter the language
model can be, and the easier the recognition
task becomesThis is why general-purpose
dictation systems address a much more-chal
lenging task than thosefefing topic-speci
fic text creationTypically, interactive dicta
tion systems adapt their language model to
the habits of the useSome of the conti
f nuous-speech systems can take existing
Ndocuments and use them to adapt the langua
dge model even before the first text has been
i produced. Dragon NaturallySpeaking, for
NCexample, is able to scan sets of documents,
N updating its statistical data and ensuring that
any words encountered are present in the
itactive vocabulary either by moving them
isfrom the backup vocabulargr, if they are

p

(

prompted to read aloud a story or so
;.other text, or implicitly during use. |
.t principle, every word spoken to the di
ctation system can be used for adaptati
v with the assumption that if a word rec
1gnised is not corrected, then it must hg
gbeen recognised correctlyhis is the fas
test way to gather adaptation mater
during use. Howeveif the user fails to
_correct recognition errors quicklyalse
‘adaptation can ocgupotentially leading

>

r;reason, systems now often allow adap
tion during use to occur only after expl

glcit correction.

Even after adaptation of the phone
models to the useridentification of
tjwords with an acceptable recognitig
accuracy in such lge vocabularies
remains a challenging taskhe evidence
efrom their acoustic properties has to
jaugmented by a so-called langua
hyymodel that reflects the fact that th
esequence of words being dictated is n
in general, arbitraryHowever in contrast
to some command-and-control applic
Stions of speech recognition, dictation sy
Sltems must ultimately be prepared
» accept any sequence of words, even-u
Wkely and ungrammatical sequence
Consequentlyrather than being based ¢
vunbreakable rules, the language mo
ofor general-purpose dictation systems
enecessarily statistical, providing an es
mate of the probability of any give

O

reference units against which the speecl

The ELRANewsletter
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completely new guessing their pronuneia
tions and optionally allowing the user to pro
C vide a spoken example. One recent version
Dlallows the user to develop multiple language
D models.There can be one, for example, for
Vproducing reports in a specialised professio
nal field, a second for general domestic-cor
arespondence, and perhaps a third f&ay
producing the minutes of meetings of the
local branch of a charitableganisation.

Because the language model for dictation
systems can never rule out the occurrence of
any word, but merely bias the decision-pro
cess against accepting it, the whole active
_vocabulary must always be considered,
ICpotentially creating a very heavy computa
tional load. The problem gets worse with
Icontinuous speech recognisers, where words
can start anywhere in a speech stream, not
just after a pause. Developers of dictation
D{systems have solved this problem by introdu
J'cing "rapid match" techniques that quickly
€reduce the set of possible words to a mana
Ogeable short-list for detailed consideration.
These techniques are the key to practical per
@formance on dbrdable hardware, and some
tSOf them have been patented.
C
"l Language Diferences
£The English-speaking world has ho monopo
rly on advances in speech recognition.
H¢Nevertheless, vastly more work has been
idone on recognition of English speech than
ti on any other single language. Most commer
N cial speech recognition systems have appea

te
i

sequence of word3he resulting langua
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result the development of the technology heendings is not acoustically very salient

been biased towards linguistic features- pire Although British andAmerican varieties
sent in English. For example, mostder | of English are variants of a single fa
vocabulary recognition systems that hav gyage by most definitions, they are oft
been described treat each inflected varianf weated as separate languages for auto
a word as an independent entity in the Jexitic gictation systems. Pronunciations-d
con. This is perfectly practical for English, fer poth systematically and in unpredi
where we have two or three forms of edcgple ways for some specific words (e
noun, typically four forms for each verb, ancgcheduletomatq vase..). Some vocabu
only one form of each adjective. Howevier | |ary  jtems are dierent (e.g.
languages such as Finnish, Hungariaraepplane/airplane zed/zee.) and hun

Estonian and'urkish, with their multiplicity | qreds difer in their spellingThe names
of inflected forms, treating each variant as{agf some punctuation marks (e.dyll

independent entity would lead to an immenstop/periodbracket/paenthesiyare also
se increase in active vocabulary sizegifferent. Finally the frequencies o
Moreover with many highly inflected lan| ords such as place names and names
guages, including some Indo-European lar national institutions are quite €fent in

guages such as Russian, word order wi
the sentence is not constrained by gram
grammatical function being indicated by t
inflection. This poses a problem for the eu
rent syntactically based language modellir;

However even if dictation systems hay
been developed for English initialli is not
the case that they always work better
English than in any other language. Inde
several tests have found recognition aceu
cy of commercial dictation systems to
higher in Italian than in English, presumab
because of the simpler syllabic structure, g
the absence in Italian of the tendency
English to centralise and even supprg
vowels in unstressed syllables.

At the other end of the scale Wfestern
European languages for which commerg
dictation systems are available lies Fren
The difficulty in obtaining accurate recogn
tion of French stems Igely from the very
high proportion of homophones in the 4a
guage, some spanning semantidedénces
(e.g. ver, vere, vert, vers — "worm",

"glass”, "green", "towards"), others gramm
tical differences (e.g. singular/plural &

rences in nouns and adjectives, many v
inflections and past participle agreement
The latter can extend over a long range (¢
les maisonsde piere rouge qu'ils n'avaient
jamais vuey, posing a serious challenge

our language models, which tend to rely
short-range syntactic behaviour

German is generally found to lie betwes
French and English in di€ulty. Word com

pounding, especially in nouns, is probal
the biggest challenge in this language

dictation system must either require the u
to indicate the beginning and ending of
compound word, or try to work out for itse
whether a sequence of words should be e
ned as a single unit or not. German also
a moderate degree of inflection of nou
adjectives, pronouns and articles, and

'the two varieties of the languag
¢varieties of English spoken in other pa
€of the world are not normally treate
I separately at present.

CBefore concluding this section, it may

not to look at the screeithey are also use
ful, however for the general usePlayback
L of input speech allows correction of recogni
htion errors after a long delay when the user
ymay have fagotten what was actually said.
t Reading back the text with synthesised spee
~ ch can be useful for proof-readingn
gimportant class of recognition errors with
continuous speech dictation systems consists
of substitutions or deletions of small, com
mon words. Unlike typing errors, errors
made by continuous dictation systems are
inevitably correctly spelled and plausible in
their immediate context, making them seme
times hard to spot by ey#&/hen read aloud,
ihowever they are much more evident.

Current dictation systems continue to use
e.headset-mounted microphones connected by
tewire to the computerAlthough hand-held
dand stand-mounted microphones can be used

successfully (and Philips have developed a
chand-held microphone specifically for com

puter input for dictation applications), the

€worth pointing out that automatic dietg
tion has a particular advantage over-k

liis often diferent between diérent lan

Naccents) and special letter symbols t
lare peculiar to a particulawestern
*$European language tend not to be eas

ther language. Spoken input, of course
iznot subject to problems in this area.

Ct  Practical Characteristics of Current
Automatic Dictation Systems

Since the overwhelming proportion ¢
N automatic dictation systems in use 4
interactive, rather than thefdine kind,
the discussion from now on will be conf
Aned to interactive systems. Such syste
normally do more than just allow the us
Flto transmit a sequence of words to f
S.screenThey may allow a document to b
> corrected, edited and formatted by voig
and features of software applications
IChe controlled by voiceVoice macros
P'may allow frequently used blocks of te
to be produced in response to a sin
L brief spoken command. Some can iRc
de complex formatting operations,
even operations such as sending a fa
“a named addressee.

seWith some recent systems, the speg
ithat has been input to the dictation -sy
ftem can be played back, and a spol
tLversion of the text that has been comy
nised can be read aloud using a text
sspeech synthesis systeithese featureg
hhave obvious advantages for those w

distinction between the unstresssthndem
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produce on keyboards designed for-amnc

headset mounts continue to be preferred,

Ihoard input for people working in morg Pecause they allow the use of pressure-gra
P(than one language, since keyboard laypidient microphonesThese microphones are

sensitive to local sources of sound and much

D¢guage communities, and the sets of dic/€SS sensitive to distant sources, making it
Iy critics (e.g. umlauts, tildes, cedillas a ¢possible to use them in environments contai

1:Ning noise and other speech, without -spu
rious recognition occurring.

PublicAcceptance of
Automatic Dictation

IThe very fact that speech is such a natural
and efortless mode of communication bet
ween people sometimes erects a barrier to its
public acceptance in creating tewe accept
¢ without difficulty that it is worth the ébrt to
rlearn the much less natural practice of pres
sing down little plastic pegs with our fingers
in order to create text, but having to learn to
yspeak clearly pausing between each word,
poften seems an unreasonable requirement.
h.Moreover we are ourselves such brilliant
edecoders of the speech waveform when it
ecorresponds to a grammatical and meaning
tful sequence of words, that we often have
unreasonably high expectations of the-per
tformance of automatic systems and find any
ylerrors that they make to be unreasonable.

UFor most of those who are not expert typists,
Pleven isolated-word automatic dictation sys
tems probably represent a faster and less
tiring method of creating text than typing,
2cbut they do require some initial commitment.
sAfter a three-month trial of DragonDictate in
eseveral languages at the European
cCommission Translation Service, for
tcexample, no fewer than 12 of the 14 subjects
in the trial said that they intended to continue
itusing the isolated-word dictation system.

vision difficulties and those who prefg
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having contact with each othess well as thg and that less than 10% had a physitiexciting applications of speech recognition
support and interest of their employerdisability or feared developing onein areas other than dictation.

Unlike someone who begins to use a welithrough typing. Over 90% of users sgicwithin the dictation application area, over
known word processing package, who wilthat they would recommend the system tine next few years we will undoubtedly see
be surrounded by others who are already suothers. the increasing development of remote and

cessfully using it and can provide help, thds | that same surveyver half the users distributed systems, and perhaps of complete
who have tried using automatic dictation-SYssajq that they had bought new hardwaredictation systems in palmtop computers,
tems in the past have often been isolatedl pi gjther a new PC or additional memgiry | where eficient keyboard input is simply not
neers in their @anisations. In these circun) order to run the softwardhis suggests an option.

stances, when di€ulties were encountereq, that bundling dictation software with P SPerhaps we will see the transcription of spee
it was all too easy to abandon the attempt & may well influence buying decisions, ancch not primarily intended for dictation, such
return to two-finger typing. indeed bundling isolated-word or conti a5 the transcription of court and parlia,menta
Since the appearance of general-purpp:nuous-speech software with PCs daery proceedings, and as aids for the hearing-
continuous-speech dictation systems latappear to be becoming increasingly eo impaired.

year t_here is evi_dence that thg situatioq i'mon. For some people, the current microphone
changing dramaticalliThe speaking style i$ until last June, Dragon Systems had Hcarrangement continues to be a barrier to
much more natural, removing one of thesolq its products through retail channel:acceptancewe will probably see the wides
major barriers to acceptancéhe Systems in the US. Just six months latéfie value| pread adoption of wireless microphones and
are also much fastetn public contests betl of its monthly sales ranked number 13(irpossibly desk-mounted microphone tracking

ween Dragon NaturallySpeaking and expeithe |ist of all companies selling retaj arrays, which can & some of the advan

professional typists in both the US and |irpysiness software products of any kind itages of a pressure-gradient microphone

E;]ritain, dno typigt hlasl eyerhwoLrJl.SRr]e viewbs 'the US. without the inconvenience of having to wear

tenethT(seiagiEargcelir?a:ysmnzo?e S’i n‘?]:?ian It looks as though the chain reaction neea headset.

many print j.ournalistps said that gt]hey we yeded for the general acceptance of & neEven if there are no further technical deve
mode of communication with PCs may|opments, though, the chain reaction needed

producing their review using the very pr h :
duct that they were reviewing! ave started. for widespread acceptance may already be
unstoppable.

A recent market survey carried out for Future Prospects
Dragon Systems in the US found that thThis article has confined its attention jgMelvyn J. Hunt

majority of users of NaturallySpeaking wof dictation, but we should not fget that | |[Pragon Systems UK

ked in medicine, lapeducation, or business, there will be an increasing number p{E-mail: melvyn@dragonsys.com

—

EuroWordNet: Building a Multilingual Database with
Wordnets for European Languagespiek \6ssen

Q Il the knowledge and information in the sible lage-scale resources involving atwheel) and cause (kill — die). In addition to

Information Society is useless unlesseast some of the required knowledgethe relations between synsets, the so-called
e ae able to communicate with theThese resources are being used, showilgnguage-internal relations, each synset in

keepers of it: computer systems. Most of |thiat it is not necessary to know the fullEuroWbordNet is also linked to the Inter
information they hold is sted as text and scope of the problem to do useful thingsLingual Index or ILI, thus constituting a mul
pictures which people may understand, but¥Vhat is more, we will only be able tp tilingual database (see Figure This ILI is
computers do not. It is clear that morphosyntackle the full problem when we startan unstructured list of concepts, called ILI
tactic analysis and speechggessing will nott dealing with parts of it in a realistic records, mainly taken froM/ordNet1.5, but
get us vey far in exploiting this informationl applied environment. adapted to improve the matching of synsets
Satistical techniques have been masUe | |n Eyrope, these resources are not ( ealcross languageAlthough the ILI as such
cessful, especially in informatioretrieval, | zyailable in most languagesn additio ill not be structured in terms of semantic
mainly because they ercomputationally g problem is multilinguality The | 'elations between the concepts, it will never
tractable, do notely on expensiveesouces | eyropean Information Society not onlytheless give access to a shared top-ontology
and can be applied to any domain thaheeds these resources in every languag@d & domain-ontolog¥hese ontologies are
contains lage quantities of text. jt as0 needs mapping across every | rapplied to particular sets of ILI records, and,
Nevetheless, the benefits of shallow statistiqage resourc@his is an absolute prere 1N principle, apply to any language-specific
cal processing a limited, and the time qgyisite for its successful developmentSynset thatis related to these ILI records.

seems ripe for exploring a meocontent-dd | EyrowbrdNet directly addresses this prp Using the ILI, it is possible to go from a syn
ven method for cessing information. blem by developing a multilingual data set in one wordnet to the synsets in the other
It is only fair to say that the area of semanticbase with wordnets for a & set of| wordnets that are related to the same ILI
and interpretation includes many hurdles ang8uropean languages. Each of these wagrdecord, and to compare the lexical semantic
pitfalls that make it dffcult to define its| nets is structured along the same lineg agructures A comparison of a lge set of
limits and scope. Meaning is said to be fyzzythe PrincetonWordNet, i.e. around the wordnets will give an indication of the fif
complex, context-dependent, knowledgenotion of a synsetA synset is a set of rences in the relations across the wordnets.
dependent, and ambiguousllSsome recenf synonymous word meanings betwephese diferences can either be inconsisten
projects, such as the development |ofvhich basic semantic relations afecies, or they can point to language-spegific
WordNet, EDR, MikroKosmos and Cy¢, expressed, for example, hyponymy (cal differences in the resourcse fact that we
have shown that it is possible to develop feavehicle), meronymy (wheeled vehicle |-link a whole series of wordnets to the ILI
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(e.g.natural object external body pas), or
it may be necessary to neglect levels which
are lexicalised, but not relevant for the pur

makes it possible to develop a more fungla Wordnets as autonomous
mental view on these d#rences, helping t language-specific networks
understand how language-specific the wo . .

n important characteristics of the pr

nets are and pointing to areas where wi N ir ose of the ontologyA linguistic ontology
remains to be don&he proportion of lexical JSCt 1S that the wordnets are treated agn the other hand, exactly reflects the lexica

semantic relations that is shared by gday 2utonomous systems of language-internakation and the relations between the words
number of wordnets gives a good indicati r{el?jt'on?'-rh'i will g'ge us th? f.lexl'b'l.'tlé in a language. It is a "wordnet” in the true
about the quality of the relations. Specjafo develop the wordnets relatively IRdE sense of the word, and therefore captures
interfaces have been developed in thRendently; this is necessary because gag@luable information about the expressive
i« ihgroup has a diérent starting point in ness of languages: the words and expressions
Efuggmg'!i\lstztndatabase fo carry out this ki erms of resources, tools and databasesvailable in a language.
- . , However there is also a more fundamen The diference is illustrated in Figure 2
The first project consortium (LE2-4003) hasta| reason why we take this position. EaCliyhere the hyponymic structure afiord-
worked on the Dutch, ltalian and SpaniSfwordnet represents a unique network|oket1.5 reflects a combination of lexicalised
wordnets, while the English wordnet wasrelations, due to the lexicalisation pat and non-lexicalised categories and the Dutch
only adapted for relations which were noterns that are specific to the languagesyordnet only contains categories lexicalised
covered in the PrincetorWWordNetl.5.| For example, in the Dutch wordnet Wein the language. IWVordNet1.5 we see that
Recently the project has been extendgdee thahond(dog) is classified as both the synset foobjectis first subdivided into
(LE4-8328) to include French, Germanhuisdier (pet) andzoogdier(mammal).| two subclassesytifactandnatural object of
Czech and Estoniaifhe wordnets are built However there is no equivalent fpetin | which the latter is not a lexicalised expres
from existing resources as far as possiblgtalian, and likewise the Italiartang | sion in English (i.e. an expression you would
covering the general, generic vocabulary|ofvhich is linked to the same synsielg, is | expect to find in a dictionary), but rather a
the languaged he languages in the first pro only classified as mammain the Italian | regularly composed expressiolihe class
ject (LE2-4003) aim at a size of 30,000 synwordnet. In EurowrdNet, we take the artifact has an important subclasmstru-
sets and 50,000 word sensEBe languages position that it must be possible to refl§cimentality which is used to group related syn
in the extension will aim at a set of 15,00Gsuch diferences in lexical semantic rela sets such asnplementdevice tool andins-
synsets and 30,000 word meanings. Fingllfions.The wordnets are seen as linguisti¢rumentunder a common denominat&@uch
the wordnets will be validated by three usérsntologies rather than ontologies fora grouping seems helpful ingamising the
in (cross-linguistic) Information Retrieval making inferences onlyn an inference4{ hierarchy and predicting the functionality of
(IR) applications.The validation tools as based ontology it may be the case that #e subclasses. Howeyirdoes not give cer
such will not be developed; instead, theparticular level or structuring is requirgdrect predictions about the substitutability of
wordnets will be loaded into existing to achieve better control or performan ethe nouns: you cannot refer twntainers
IR systems. Further information on theor a more compact and coherent stru tLboxesquonsandbagsusmg the nourins-
project and the participants can bee. For this purpose it may be necessprifumentalityin English.
found at the EuroWbrdNet Website| to introduce artificial levels for concepisIn the Dutch hierarchywe see that artificial
(http://lwwwlet.uva.nl/~ewn). which are not lexicalised in a languagdevels such asatural objectandinstrumen

|Figure 1: Overview of the EuroWordNet Database Design|
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Wordnetl.5 Ontology

object
|

J

artifact , artefact
(a man-made object)

I

block instruncenta]itv
imolement l

container

3

natural object

body

l

device

tool instrument

box spoon bag

(an object occuning naturally )

Dutch Wordnet Ontology

voorwem
{objecty

Ll

|

blok tas bak lichaam  werktuig
{block} {bag} { bOX} { body} {tool}
lepel
{spoom,

| Figure 2: Lexicalised and Non-lexicalised Levels iWordnets. |

tality have not been used. Furthermore, th
are no exact equivalents fartifact and
containerin Dutch(The wordcontainerdoes
exist in Dutch but is only used for big contg
ners on ships or for big garbage cas3 a
result of this, we get a much flatter hierarc
from which particular properties such
natural, artificial andfunctionalitycannot be
derived. On the other hand, the network c
rectly predicts the expressive capacity
Dutch, because it only includes the legitin
te words (and expressions) of the langua
We could invent new classes and expressi
in Dutch to capture diérent generalisations
we could even take over th&ordNetl.5
classes, but there are no a priori criteria
decide what are useful classes and what
not. We may end up adding any conceival
semantic property as a class to create
rich inheritance structures, or we may ta
over all possible classifications from all tk
other wordnets. Howevethis would destroy
the wordnet as a network of legitima
expressions in a language, and it would g
not automatically give us a good concept
ontology for inheriting properties.

In addition, it is possible to extend the dal
base with a separate language-neutral
tology which takes care of the inferences g
is well designed for that purpod&’hen this
ontology is linked to the ILI, all the wordne
can access the classifications there to find
correct inferences for the synséfbe word
nets then provide the precise mapping of
language-specific vocabulary on this onto
gy. To get at such ontologye are co-opera
ting with theANSI Group on &ndardising
Ontologies, which is developing a standar
sed Reference Ontology

The top-down construction of the
wordnets

A drawback of the flexible design describ
above is that the interpretation and cover.
of the wordnets may easily drift aparhere
is no guarantee that the same concep

2
~

elencoded in the same walo minimise
this dangerthe wordnets are develope
top-down starting with a shared set
i Base ConceptsThese Base Concep
have been selected for their importance
h'the local wordnets. Importance has bg
asmeasured in terms of the number of 1e
tions and the position in the hierarch

ation, the more important a meaningAd.
ameanings which play a major role in
gleast two wordnets have been select
0 This has resulted in a set of 1,059 B3
, Concepts, represented &¥ordNetl.5
synsets.The Base Concepts have be
tdescribed using a top-ontology with 6
ébasic semantic distinctions dp
bl Concepts) such aSubstance Object
eArtifact, Natural, Function Dynamig
k Qatic, Cause Location ExperienceThe
€top-ontology has been based on ot
available ontologies and has been ad
teted to reflect the diversity of the Bas
tiConcept selectionThe classification of
Ucthe Base Concepts in terms of fhap-
Ontology provides a common framewo
gfor the development of the individua
owordnets by the diérent sites.

nets then takes place as follows:

S1. Selection of a well defined set of wo
tlmeanings. Encoding of lexical seman
relations and equivalence relations f
this set.

2. Conversion of the data to th
EuroWordNet import format.

di3. Loading the data in the EuravdNet
database.

4. Comparison of the wordnets for par
cular subsets.

35. Revision of the wordnets in th
P(EurovbrdNet database.

6. Extension of the first selection.
tLFirst, each group has determined the s

tr

o

0IThe more relations or the higher the posi

mon Base Concepts in their local language,
given the available resourc&is selection
has been extended with other meanings
which are important in the local wordnets,
but which are not part of the common set of
Base ConceptsThis set of meanings has
been classified in the local wordnets in terms
of their hyperonyms, resulting in a unified
tree. Note that these classifications may be
different from wordnet to wordnet and still
be compatible with the top-ontology classifi
cation. In addition to this top layere have
included those hyponyms that are also
(important) hyperonyms of more specific
meanings.Together this selection represents
the core of each wordnet with the most
important meanings on which the remainder
of the vocabulary depend$o summarise,
each core wordnet includes at least:

1.The best representatives for the 1,059 Base

Concepts.

c2' Other meanings important for the local
wordnet.

© 3. Hyperonyms for the local Base Concepts.

S4. Most important hyponyms of the local
'Base Concepts.

zThe core wordnets are specified at least for
ySynonymy hyponymy and their equivalence
sirelation to the ILI. Optionally any other
salient relation has been encodethtercon
Linectthe meanings in the wordnet. Because of
~the importance for the total wordnets, the
smanual work has been focused on these
cores.The extension from the core wordnets
o Will be done top-down using semi-automatic
~techniques. Currentlythe top-ontologythe
“Base Concepts and the core wordnets have
been finalised for Dutch, Italian and Spanish.
The data have been loaded in the
EuroWordNet database and are being compa
red. From the comparison in the
EuroWordNet database, it may follow that
particular relations or word meanings are
missing, that they have to be revised, or that
equivalence relations are not correthis

L will lead to a modification of the core word

L nets. In the remainder of the project, the cores
will be extended, and the other languages
will be added.The new languages will first

D

e
A
€

nThe actual building of the separate wollddevelop similar core wordnets and extend

them in a later phase.

ICA separate task is the adaptation of the ILI. In
ICpractice it turns out to be €ifult to find a
Oprecise matching between a synset in the
local wordnet and a synset in the ILI (mostly
esynsets taken froriVordNet1.5).The Base
Concepts, which are often vague and palyse
mous, are difcult to match. In many cases
there will be a many-to-many matching, or
there will not be an equivalent concept in the
ILI. To improve the matching, the ILI is then
adaptedThere are two types of modification:

€ 1.Adding of new concepts which are missing.
2. Creation of sense groups between closely
related senses or regular polysemy

yIThe addition of new concepts is necessat

ti

y to

areas are covered or that the relations
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wordnets in cases that there is no suicive must extend the ILI with a globalizedse version of these components and the word

concept inNordNet1.5. For example, if onl
the Spanish and Italian wordnet includ
meaning for a type afine the new concept
should make it possible to specify the eq
valence between Spanish and Italian, des
the absence in English.

The sense groups are necessary to deal
inconsistent and fuzzy sensefeliéntiation
across the lexical resourc¥ée often see tha
resources only specify one out of sev

@ed: "embassy", both adaildingand an
institute Each synset in the local wordn
ilinked to one of the more specific me
ifings will then get an additional equiv
lence link to the globalized meanin
.'h[hese equivalence relations ardatién
Hied from the normal equivalence rel

rghatching gives no resullt.

meanings that can be distinguished (often|on

a regular basis), e.g. "embassy" asnatitu-
te or as abuilding. This may mean thal
concepts cannot be linked across langu
because diérent meanings are represent
i.e. either theinstitute or the building. To
relate these meanings across the word

Availability

The shared components, such as the
gestology the ILI and the selection
dBase Concepts, will be freely availabl

The same holds for the multi-lingual vi
etser that can be used to access the dat

sense in which these meanings are grouets.The language-specific wordnets will be

property of the builders, in some cases in
tcombination with the providers of the back
ground resourcesAll components will be
available both in database format and as
.ASCI!I files. All wordnets can be licensed
either from ELRAor from the owners, and
the tool for building and extending the data

tions so that it is possible to use thgseases can be licensed separai€he core
more global matches if a more precis&vordnets will be available from ELRA; we

expect this for the beginning of 1999.

Piek Vossen
niversiteit vanAmsterdam
puistraat 134, 1012BAmsterdam

The Netherlands

Tel: +31 20 525 4669 - Fax: +31 20 525 4
-mail: piek.vossen@Ilet.uva.nl
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Multilingual Natural Language Processing at XRCE

Frédérique Segond, @goly Grefenstette andnnie Zaenen

erox Reseah Cente Euope (XRCE)
Xrg)ursues a vision of document techro

y in which neither physical locatiorn
nor language nor medium - eleatic, paper
or other - imposes a baer to effective use
Our primaty activity is eseach. Our second
activity is a pogram of advanced technolog
development, to eate new document s&es
based on our owneseach. The linguistic
technologies a then commeralised though
InXight (LinguistX) and Xtras. On top of thi
Xemx has just established a new entity to

te both statistics and linguistic knowled
oWe believe that improvements in the fi
, of NLP will be made by combining th

two methodologies in the best possi

way.

The finite-state approach has theoreti
Yand practical advantageBhe theoretical

advantage is that finite-state machines

well understood mathematical entiti
| with well-known properties. Finite-stat
P:transducers can be composed, interse
FOor unioned with each otheFor example,

ordinate the development, maintenance gng

internal distribution of lingwae for the whole
corporation. This entity is based in &roble,
France, and will primarily concentrate o
multilingual resouces such as morphologica
analysers, bilingual dictionaries and psof-

speech taggers. The entity will facilitate tl
sharing of languageessouces among various
Xerox goups, be they involved ireseach,
development, pducts, or serices. W& also
participate actively in exchange ggrams
with Eulopean pamers. Language issue
represent impdant aspects of the pduction
and use of documents such, language is
central theme of oureseach activities.

The Multilingual Theory and Technology
(MLTT) team is dedicated to the study
natural language processing forfeliént lan
guagesAt the moment we have developé
tools for more than 10 languages.

This article gives an overview of our work
developing multilingual language processi
tools: tokenisers, morphological analyse
part-of-speech taggers and incremental fin
state parsers\e also briefly describe a nun
ber of research applications (corpus-based
minology extraction, comprehension ar
translation aids, and cross-language inforr
tion retrieval) derived from the use of the
tools.

Multilingual language processing tools

NBne transducer that encodes spelling
rations (such as the use of unaccented
racters) can be composed onto a tran
[ cer encoding a lexicon to allow addition
l access to a unique lexical sourdée
practical advantage is that the finite-st
%ules can be compiled fidiently on a
computer into a data-structure - a trans
cer The transducer is a finite-state mac

output.Traversing the data structure trar
S forms the inputThese transducers ineo
porate the context in which the transfa
A mations take place, eliminating the ne
for specifying programming decisions
some type of programming language, a
ofmaking NLP processing relatively plat
form-independent.
pd The tokeniser
n One of the very first steps in any natu
1£ianguage processing system is to appl
o okeniser to input textA tokeniserseg
dnents an input stream into an orde
sequence of tokens, each token corresp
teqling to an inflected word form, a numbe
L P punctuation mark, or other kind of ur
ni) be passed on to subsequent process
Lelhough most sequences of uninterrup
alphabetic characters compose a toker
most languages, the use of separators i
de words varies from language to langu

Our natural language processing tools integ
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e might split into two tokens in French, while
caujourd’hui might be considered as a single
token. On the other hand, in certain cases a
lesequence of words (egin bisschepa priori,
e. g, parce quea fuera dein order to may
:be considered as a single token for further lin
guistic treatment.

I0ur approach to tokenisation is to provide a
S cascade of language-dependent finite-state
transducing tokeniser§hese tokenisers seg
€ment text by introducing a token boundary
(usually a new line) into the output stream.
tThe cascade is composed of a basic tokeniser
Fwhich segments any sequence of input-cha
dracters into simple tokens (i.e. no multiword
lunits) and one or several multiword staplers
which identify multiword expressions and
tgroup them together as single urilise deve
lopment and implementation of a finite-state
llongest match operator has made this deve
llopment both practical and possible.

ne which consumes input while producing

S Morphological analysers

" Now that the computer has the means to deter
' mine what a word is, its next task is to analy
Flse words as they appear in a text.

n Morphological analysids the process which
takes the surface form of a word and returns
its lemma together with a list of morpholegi
cal features and parts of speech. For instance,
for the French surface forhai the morphole
q0ical analyser returns the three following pos

! sibilities:

¢ lui+Dat+InvGen+SG+P3+PC

€' |uire+PaPrt+érb

crx. lui+InvCase+Masc+SG+P3+Bili+Pro

it The first line gives the clitic pronoun interpre
irtation of the lemméui (je lui donne un live (I
egive him/her a book)jogether with a list of
morphological tags carrying information on
nithe fact that the surface form is invariant in
egender (InvGen), singular (SG), and third-per

>

rge. For example, the sequeni@@mour
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(Dat). The second line gives the verb interp
tation(la lumiére a lui (the light did shinepf
the lemmaduire, together with morphological

information about the surface form: it is a pasponents have been developed for se

participial form of a verbThe third line gives
the pronoun interpretatidftui, qui tant de fois
... (He, who so many timesg))the lemmaui,
together with a list of morphological informa
tion: the surface form is invariant in ca
(InvCase), Masculine (Masc), singylahird
person, and it is a tonic pronoun.

In languages like German where the €o
pounding process is very productive, morpli
logical analysers not only provide morphol
gical information, but also give suggestio
on how to split wordsAs such they supply
tokenisers for some languageA. direct

advantage is that, in languages like Germa
which compounding is a highly productiy
process, they provide a means of speeding
the comprehension of compounds. H
instance, no German dictionary giv¢
Weingatneigenossenschaftsvorstandsvorsitzen
as an entryTogether with a list of morpholo
gical features and possible parts of speech
German morphological analyser indicat
word boundaries (#):

Wein#Gatner#Genosse\nschaft\stgtand\s
#\brsitzender (wine, gdeney co-operative,
committee, chief)

By indicating how to split this compound th
German morphological analyser provid
users with useful information about where
look in the dictionary in order to find the def
nition of all the pieces, put them together a

eventually understand the overall meaning| ¢

the word.

Morphological analysers use finite-state teg
nology to encode variations of words infelif
rent languages hese analysers are first cre

ted by lexicographers who describe the wor

classes of a language and their inflectio
behaviour in declarative two-level rule
which are compiled into lexical transducers

Part-of-Speechiaggers

Part-of-speech taggerxhoose the mos
appropriate part of speech associated wit
word in a given context. Part-of-speech-tz
ging is performed using probabilities, name
a Hidden Markov Model (HMM) of rank 1. I
this model we use two probabilities: thei-
cal probability and thetransition pobability.

The lexical probability is at word level. Far

instance, the lexical probability of the wo
like in big corpora is the number of times
appears as a verb compared to the numbe
times it appears as a prepositidine transi
tion probability is at the sequence level. R
instance, we compute how many times f{
part-of-speech sequenpeonoun peposition
appears compared to the part-of-speg
sequenceronoun verb The combination of
these two probabilities is used to decide
most appropriate part of speech associg
with a given word in a given context.

At XRCE we use the Xerox taggdie tag
sets for the dferent languages cover th
major part-of-speech classes (nouns, ad

-11-

ethey differ with respect to language-spe(
fic morphological information (numbet
gender inflection, etc.).The above com

i aid incorporating a machine-readable bilin
gual dictionary and our linguistic processing
suites. In addition to using the part-of-speech

edisambiguator in order to directly select the

h dictionary entry corresponding to the part of

s'speech used, LocolLex can recognise multi

eword expression patterns in order to focus the

n.user's attention on the best translation for a
word in context by a regular expression enco

oding of multiword expressions in the bilingual
dictionary For example the idiomatic expres
siontake the bull by the horris encoded as a

Incremental finite-state parsin regular expression which matches any
o o P : 9 | sequence of adverbs, any form of the verb

Finite-state parsing is an extension of-fini takeand the surface forms of the fixed part of

te-state technology to the level of phrasethe expressiothe bull by the horns

and sentences. | An advanced demonstration version of
n Our work concentrates on shallow parsiniLocoLex called TANS (Translation Aid
eof unrestricted textdVe compute syntac| Network Services) exists in three versions: a

tic structures without fully analysing Hin| toolkit version that enables other programs to
oguistic phenomena that require degjuse its functionalities, an add-on\éord for
ssemantic or pragmatic knowledge. Fpiwindows, and a version accessible through
didnstance, PP-attachment and co-ordinateany browser on th&VWW. The preliminary

or elliptical structures are not always fully version, installed at the Grenoble laboratory in
tanalysedThe annotation scheme remain:September 1995, includes a French to English
e underspecified with respect to unresolvedictionary with 40,000 entries1000 idioms
issues. On the other hand, such pheromand 5,000 multiword expressions.
na do not cause parse failures, even
complex sentences.

languages: English, Dutch, Frenc
German, ltalian, Portuguese and Span
Currently we are developing the san
L suite for Russian, Czech, Polis
seHungarian and\rabic. The same techro
logy has also been used to produce-n
phological analysers fofurkish and
iy Korean.

C
0
ne

C . . .
Cross-language informatioretrieval

Syntactic information is added at the s nAs corpus access becomes more distributed
and internationalised, encountering multilin-

tence level in an incremental walepenr : i h k
ding on the contextual information avai 9ual corpora during an information retrieval

lable at a given stag&he implementation| t@sk will become more common. Beyond
relies on a sequence of networks built witimerely accepting extended character sets and
the replace operatofhe current syste performing language identification, the text
has been implemented for French and iretrieval systems of the future will have to
being expanded to new languag@he provide help in searching for information
parsing process is incremental in the sen:@cross language boundariet Xerox
Fthat the linguistic description attached tq :Research Centre Europe, we have begun a
given transducer in the sequence relies| ¢S€res of experiments to explore what factors
Athe preceding sequence of transducer@€ MOSt important in making multilingual

covers only some occurrences of a gieinformation — retrieval  systems  work.
Nlinguistic phenomenon and can be revige Preliminary results demonstrate the necessity

5.at a later stage. of recognising and translating multiword
) units. For example, the French expression for
The parser output can be used for furtl

: h tract £ d €insider trading is delit d'initie, and simple
processing, such as extraction of depelyyqarq_hased translation methods will miss the
+ dency relations from unrestricted corpo

a
hIn tests on French corpora (technig correspondence between the terms.

a i . .
1 90-97% for subjects (84-88% for objecty

)cross-language information retrieval was
*and recall around 86-92% for subjedt:developed by the Callimague project, a colla
(80-90% for objects). borative project led by IMAG (Institut de
o MathemathiquesAppliguées de Grenoble),
Applications based on NL#®ols INRIA (Institut National de Recherche en In-
4Once these basic tools are available in formatique et Automatique) and XRCE
ilanguage, they can be used in a widGrenoble. Callimaque fefrs cross-language
¢ variety of natural language engineeri
applications, many of which are explo

hcaccess over the Internet to a collection of
i 3,000 French documents showing the evolu

otable for multilingual corpus exploratior).

hWe describe three applications below

tion of applied mathematics and computer
Multilingual compehension aids

€

=1

L

>

science in France over the last 40 years.
*(One of the greatest impediments téi-ef matise and extract indexing terminology
Ylanguage comprehension skills is theThus, readers with litle knowledge of the
ehardcopy bilingual dictionaryAs a res | or English and capture the linguistic variations

tives, verbs, pronouns, determiners, etc.),

The ELRANewsletter

Scanned documents were OCRed and indexed
in French using the XRCE NL$uite to lem
hc.ient understanding of foreign textée@f | These innovative tools help non-French spea
ting readers more or less at all levels [akers to access this set of French documents.
appearance of an unfamiliar word or phfaFrench language will be able to formulate a
se, and subsequent manual searching [nquery to search the database in either French
eponse to this problem, researchers ha\of the multiword expression they are looking
b developed LocoLex, an intelligent readimcfor, as well as to obtain a contextual transla
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tion from French to English of certain critic
pieces of text, such as the title or the abst
of a document.

Terminology extractors

Much of the terminology found in a corpus
composed of noun phrases. One extensio
our NLPsuite is a noun phrase extraction st

-12-

al Because one can easily add a new reguléext to translate, the first task is to build alexi
aepression to handle more constructiong;on with the appropriate terminolagy
more elaborate patterns including verbgerminology extractors enable lexicon buil
can be extractedThe same automati¢ ding for various languages, either singly or on
iStmeans have been used to extract collgca bilingual basis.
ions from corpora, and in particular su :
1Egrt verbs for nominalisations . | N Conclusion _ )
eEnglish, an example of proper supporiMultilingual language processing necessitates

which can follow part-of-speech tagging.
order to perform this step, transducers h

been compiled from finite-state expressidnsajd to support the nominalisatiatfecla

Nyerb choice isone makes a declaration @ coherent range of linguistic tools, perfor

V&nd notone does a declaratioakeis | Ming the same functions across languages.
The XRCE-MUIOT approach we presented

which are basically grammar rules describingation which carries the semantic weighthere produces tools and techniques which are

the contour and patterns of noun phrases| f@f the phrase.

each language for which a lexicon and tag
are createdThe patterns can include surfa
forms as well as part-of-speech tagéhen

these transducers are applied to tagged {ex,

noun phrase boundaries are inserted.

The current noun phrase mark-up was -déshominalisations of communication verbs

gned basically for terminology extraction fro

technical manuals. It covers relatively simpleand verb phrase extractors turn out to|b
noun phrase detection, i.e. some constructionery useful tools for translators. Inde

such as relative clauses are not included.

robust, as well as being applicable togéar
quantities of text in diérent languageshe
technology used ensures our capability to
uild ever more powerful tools.

complicated than the noun phrase extrac
rs of the previous section, to extract-v
bal categorisation patterns for around

F. Segond, GGrefenstette anl. Zaenen
Xerox Research Centre Europe

6, chemin de Maupertuis, 38240 Meylan
France
{grefen,segond}@xrce.xerox.com
http://www.xrce.xerox.com

in English and French. Both noun phr

when a translator is given a new technica

The APOLLO Pr oject - Achievements and Conclusions

Guy Deville and Pige Mousel

his paper describes the achieveme
I of the EC co-funded LEPOLLO po-
ject. The ultimate aim &POLLO was
to provide an open workbench for multHir}
gual document @ation and maintenance t
the banking and finance sectors. Howey
the poject was consided as the initial
phase of a mcess that was designed
result in a fully-fledged version of th
above-mentioned workbench. In thisiele,
we first sketch the workbench opotype
architectue and its components, then out
ne the esults of the user swey In conclu
sion, we discuss theeasons for not pur
suing a follow-up ofAPOLLO beyond the
end of the peparator action poject.

APOLLO (reference number LE-1033) is
project that was co-funded by the Europe
Commission within the Telematics
Applications Programme of the Fourt
Framework ProgrammeAPOLLO had
three short-term objectives: (i) to clear

nirelied as far as possible on existing te¢tcontrol, search facilities, style definition,
nology It included a number of interag etc.We chose the Interscript text processor
ting tools ofering services through welll because we were granted access to its sour
defined interfaces and consisted of (i) ice codeThis was mandatory as the text pro
0 text processing tool (Interscript), thecessor's document architecture had to be
emain function of which was to allow redesigned to implement multilingual decu
users to physically layout multilinguadl ments. Indeed, in thePOLLO workbench,
tctexts; (i) a machine translation compp multilingual documents were complex
enent (CA'2), the main function of which) objects that consisted of several subdocu
was to translate unformatted texts fragnments, each subdocument being dedént
one language into another; (iii) a dictip linguistic version of the same tefthe parts
nary tool, the main function of which of a subdocument were related to their-cor
was to ofer access to multilingual the responding equivalents in the other subdo
sauri and to translate words, and (iv) acuments.We could not have implemented
SGML-based version management toplthese relationships by developing an add-on
the function of which was to maintainto a mainstream text processor without
esuccessive versions of multilingualaccess to its source code. Indeed, extensions
gdocuments. (e.g. Eurolang Optimizer) to standard text

The various components were integrate Processors (e.g. Microsoftvord) simply

hin a consistent system that was availaplaugment the application's function set
to users working otVindows PCs in without modifying its core document arehi
ynetworked environment. It was us r tecture. With such extensions, the doecu

identify and specify end-user needs in

hfriendly - the user interface was aments basically remain monolingual decu

sectors of banking and finance with respeCWYSIWYG text processor running Ments.

to multilingual document creation andunderWindows that implemented staf
maintenance, (i) to develop a mock-ufdard ofice document text formatting
workbench demonstrating the possibilitie:capabilities. It was also open - the work

Machine Tanslation
* CAT2 as MTEngine

of state-of-the-art multilingual documeitbench was designed in such a way t

management, and (iii) to come up with
workplan study for a fully-fledged work
bench.

Originally, theAPOLLO project was aimed
at employees executing core banking fut
tions in situations requiring multilingua
skills. The APOLLO workbench aimed td
reduce the delays inherent to centralis
translation workflows.

Architecture of th&POLLO Workbench

TCAT2 is a unification-based machine trans
‘lation system developed as a sideline of the
CEC-sponsored EUROTRArogram. It
was integrated into the text processing eom
ponent with standard client/server techrolo
gy. CAT2 is a rule-based system that
consists of the CA2 engine (software) and

erthe CAT2 lexicons and grammars (lingwa
re). For theAPOLLO project, the engine
éwas used unchanged while new lingware

n was developed specifically for the pilot
application. The formal properties of the

2csystem can be summarised as follows.

¢extending it with additional or alternat
ve components would be very easy

Implementation Issues

h¢ Text Pocessing

I As mentioned above, the core elemg
of the workbench was th&indows ver
€sion of the text processor Interscript,
userfriendly application that runs o
various platforms. Interscript fefred all
the functions that users currently expég

The mock-up of theAPOLLO workbench

The ELRANewsletter
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mechanism used, and it works on the bdsInterscript format to aAPOLLO DTD-
of tree structures and feature structufecompliant format and vice versdo
annotated to every node of the trgeintegrate thé/ersion Managemwe used
Unification may be constrained by negatiyethe same standard client/server tech

Finally, the last part of the market study exa
mined the current degree of automation of
the translation process in bank&gain,

n(significant diferences appeared between

disjunctive or implicative constraints overlogy as for the machine translation com Luxemboug on the one hand, and Belgium

simple and complex features. In thBOL-
LO project, the CA2 system was tested gn
a sample of bilingual (French-English) spe
cialised texts from the sectors of bankip
and finance.The lexicons and grammais
were developed in a corpus-based approac

as discussed below

ponent.

Market Sudy

Aside from the development of a moc
up workbench, thAPOLLO consortium
also conducted a market stydthe

objective of which was to clearly ident
> ) fy and specify end-user needs in the-b
Specialised Corpus-Based _Lingwar¢king and finance sectors with respect
Development multilingual document creation an
The development of thePOLLO lingware | maintenance.

combined a classical corpus-based approaThe user needs study carried out

(relying on textual data provided by theluxemboug, Belgium and France hal
APOLLO consortium) with the reuse of two facets, a qualitative and a quantitg
general-purpose lexicographic resources] ve one. For the qualitative stydwe

Thus we collected and formatted 8,000 texiinterviewed fifteen people, while for th
from various banking user bodies (speeigliquantitative study we evaluated answs

sed courseware) and a scientific docume
tion centre (paper abstracts). On the basi
the collected corpora, we modelled t
domain sublanguage in a two-step appr
ch. We identified the terminology in th
selected courseware by using existing

house term banks; then we linked the terin below

nological description to general semant
in order to build the application-specif
lexicons and identify particular languag
constructions, mainly collocations, cen
pounds and idiomatic expressions, that |
to be reflected in the grammadtinally, the
lexicons and sublanguage construction wi
turned into the CA2 formalism.

Dictionary Look-up Facility
Beside the machine translation compone

we also developed a dictionary look-up fac

lity as an extension to the text process
The look-up module's dictionaries we
completely independent from those th
were used by CR2 and were implemente
as a MicrosoffAccess database. In order
increase the module's independence w
respect to a specific RDBMS, the modu
accessed the dictionary exclusively \
ODBC. The dictionary look-up facility pro
vided information which was quite similg
to that in a papebased dictionaryFor a
word in a source language, the user co
get the possible translations in variougédr

languages and choose a translation on |tl

basis of a definition of the word. Each trar
lation was illustrated with examples, etc.

SGML-Based &fsion Management

The last component of the workbench wa
version managerThe APOLLO Version
Manager is based on the rcs utility and
implemented as a server running on a UN
system. For the purpose of th¢OLLO
workbench we designed an SGM
Document Type Definition (DTD) that
allows us to represent formatted multili
gual documents without loss of informatio
The text processor Interscript was extend
with conversion utilities that are able

t from roughly fifty people (out of severa
5 hundred questionnaires maileWe sur

hveyed both the banking environme
h:(mainly) and industry (for comparativ,
b purposes).The study revealed sever
rinteresting facts, which are outling

C First of all, the study highlighted impof
Ctant diferences in translation needs,
€terms of volume, between Luxembgu
l on the one hand, and Belgium a
¢France on the othemdeed, translatior
needs in Luxembogrseemed to be fa
elless than those in Belgium and Fran
The reason could be the very particu
linguistic context in Luxembogt where
almost every managerial sta$peaks
three major languageshis hypothesis
owas confirmed by the fact that none
rethe banks we surveyed had a speciali
atranslatlon department. In Belgiu
however the volume of translations t

?cbe done quite often justified the existe
l“sometimes of an impressive size (up
iftwenty people).

“The market study also produced evider

n

L

m

ce of specialised departments that wer

and France on the othés a matter of fact,
several translation departments in Belgian
_banks already use a number of computer
based translation tools (from terminological
databases to translation memory systems).
In Luxemboug, howevernone of the banks
Lexamined used any similar products.
tVersion management was still done manual
4ly and was not comput@ided in either
Luxemboug, Belgium or France.

i Thus the market study clearly showed that to

d support the translation process automatically

tjone has to take into account (i) the precise
context within which the systems will be

o~ implemented and (i) the specific needs of the

srend usersTo date, there is no generic compu

| ter-based solution.

Conclusion

"We could indeed identify needs in the ban
elking sector but these were so specific that
Ethey will most certainly never generate an
important market. Our market study showed
that the proposed solution could only fill
- small niches in the banking and finance-sec
I'tors. This was confirmed by the only weak
[ commitment which most banks were ready
1(to make when asked to participate in a fol
low-up projectAlthough this might be due
I to the low awareness of language technolo
t€gy in banking circles, our study indicates
athat the main reasons for this state déias
are more likely to be the limited capabilities
of current language technolqggnd more
specifically machine translatiolhe ove
Crall unsatisfying performance of machine
Petranslation technology in this field stems
‘from the immense variety of texts to be
P translated in banks. Furthermore, users quite
?often require very high quality translations.
As a consequence, the fact that machine
'translation needs extensive post editing,
heavily reduces the benefit of using autema
Cted solutions.

K

t

¢ Of clear diferences between the banki
and the industrial sectoid/hile the ban

quality standards, draft quality transl
ty/tions were sdicient for most industrial
sapplicationsThe reason for this was t

were translated in both environments.
the banking field, these were mainly m
s keting documents, meeting reports
training handouts, whereas techni

ILldocument type handled in industr
Technical documents were mostly wr
Lten in rather simple language that use
highly specialised but neverthele
N almost entirely monosemic vocabulal

ements that used much more complex |

convert multilingual documents from th
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L /king sector required very high translatior

difference in types of documents tha

i documentation is by far the most frequen

N This was less the case in banking do¢u

oguage with polysemic words because|d

fWe concluded that there was no strong need
for a document creation and management
system as conceived in tAROLLO project
within the banking and financial sectors.
These findings and the muted reactions of
the APOLLO user group led us to drop the
idea of a follow-up project.

Ir
r

For more information, please contact:

Guy Deville
Facultés Universitaires Notre-Dame dg la
Paix, Namur

Belgium

Guy.Deville@fundp.ac.be

or

Pierre Mousel

Centre de Recherche Public - Ce
Universitaire

Luxemboug

Pierre.Mousel@crpcu.lu
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French Government Launches "Information Society"
Action Programme

T he French government recently launched an action programme entitled "Preparing France's Entry into the Inform@t

Society" Billed as a document "mark[ing] the Government's commitment" to establishing France as an informatign societ
theAction Programme comprises an outline of issues and priorities, as well as a set of proposals for governme&heaction.
Programme describes six main priorities: newafil communications tools in education, cultural poliwgdernization of public
services, ITin the private sectpmeeting the challenges of industrial and technical innovation, and encourdgatiyeself-regu
lation of new information network3he government would also like the Programme to be a starting point for a wider public deba
te on this topicThe text of the action programme mentions ELiRAhe context of the distribution of multilingual resources in
close cooperation withélégation Générale a la Langue Frangaise (DGLF)

"Making available automatic linguistic resources is an essential condition for the developmengefrautaber of software pac
kages, applications and interfaces requiring language andijsisise of the Internet has emphasised the importance of research
and indexing tools, resources of which there are still too few in French-language form.

The DGLF will lend its support to the production and distribution of multilingual resources in which French is one of the language
in the context of the “Multilingualism and the Information Society” programme set up by the European Commission. It will bac
up the actions of thEuropean Language Resouréasociation

The Ministry of Culture and Communication will implement a specific initiative to clarify user rights for research scientists in cetr
tain existing bodies, such as the “Institut national de la langue francaise” (National French Language Institute), the CNRS, or
National library"

For more information, visit the following/eb site:
http://www.premierministre.gour

NODALIDA ‘98
A Repot from Bente Maegadr

organized jointly by University of Copenhagen, Department of Generdglebd Linguistics, and Center for Sprogteknologi,
Copenhagen. Nodalida (NOrdiske DAtaLIngvistikDAge)a biannual event, ganized in the Nordic countries, last time in
Helsinki, Finland, and next time ifrondheim, Norway(Nordic countries: Denmark, Finland, Iceland, Norn#weden).

This time, Nodalida attracted 57 participants, researchers from the acadeveitasthe commercial world, and students.

The programme had a broad coverage of computational linguistics, spanning from very applied to very theoreti¢hkissaes.

day started with MTIBM’s LMT system) and multilingual term bases. It went on with computational lexica, an HPSG paper or
determiners and clausal adverbials, papers on parsing, ang ataount of papers on corpora and corpus linguigticeuple of
papers discussed the use of the weng. for computer assisted language learrlihg.conference ended with a paper on the empty
string in an LFG-like feature structure grammar formalism, and a paper on advanced computing in the humanities.

T he 1th Nordic Conference on Computational Linguistics took place in Copenhagen 28-29 Januarhd @88ference was

A panel discussion ofihe Nordic languages in the Information Society - a responsibility for computational linguistics and compu
tational linguists? showed that the interest from public funding agencies in supporting computational linguistics has been and is
ferent in the various Nordic countrigghe Nordic Council discussed the language issue last &alyit was suggested that a coor
dinated approach be made to the Nordic Council concerning the protection and reinforcement of the Nordic languages which
‘less usedbn a world basis.

For more information, please contact:

Bente Maegaard

Center for Sprogteknologi, Njalsgade 80, 2300 Copenhagen
Denmark

Tel: +45 35 32 9074

Fax: +45 35 32 9089

E-mail: bente@cst.ku.dk
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Q&A - ELRA members

-15-

arting in this issue, we arpresenting a new feateir Q&A - ELRAmembers. This will be ongoing, highlighting our mem
ers in shor profiles such as the ones found beldfvmembers wish to be featul, please contact the ELDdgffice on

333—1-43 13 33 33 or elra-elda@calva.net.

CLIF (Reseach Community for Computational Linguistics in Flanders), Belgium

« What are the main activities of youmganisation?
Members of CLIF are all university research groups.

e Which is the main interest out of speech/text/terminology for yayarosation?
Members of CLIF are mainly involved in text and speech research.

* Why are your gganisation an ELRAnember?
In the first instance, CLIF was interested in linguistic resoufsesirgent need was felt to be able
to acquire (text) corpora, databases, and the like.

* What do you expect from ELR# the future?
We would like to see ELRAevelop an active policy in acquiring annotated text and speech-corpo
ra and user friendly linguistic databases, so that it can show its genuine complementarity to LDC.

Ericsson Mobile CommunicationsAB, Sweden

* What are the main activities of yourganisation?
Voice CommunicationTelephony

* Which is the main interest out of speech/text/terminology for yayarasation?
SpeechWe use Speech resources for testing, training and for voice algorithms.

* Why are your aganisation an ELRAnemberaVhat do you expect from ELRiA the future?

The need for speech and related databases in industrial and research laboratories will increase with
the globalization trend in the world. | see that ELE play an important role in providing such
databases and by becoming a link to other international speech databases.

STH INTERNATIONAL CONFERENCE ON SPOKEN

LANGUAGE PROCESSING - ICSLP '98
Sydney Convention & Exhibition Centre November 30th - December 4th 19

CSLP'98 ofeers Keynote presentations and other plenary events which bring both experience and vision of multi-dis
attacks on grand challenges in spoken language processing in both humans and rAzthithest day at which full-time st
dent registrants may present their ideas under the guidance of senior mentors is also planned.itswleeeuality of th

delegate presentations which will be the major factor in making ICE_& truly landmark eveniVe invite you to attend.

CONFERENCE SECRHEARIAT: IMPORTANT DATES:
Tour Hosts Conference & Exhibition @nisers * Friday 1st May 1998
GPO Box 128 Paper summaries due for review
SYDNEY NSW 2000 * Friday 26th June, 1998
AUSTRALIA Acceptance notification
Tel: +61 2 9262 2277 - Fax: +61 2 9262 3135 « Friday 21s#ugust, 1998
Email: icslp98@tourhosts.com.au Deadline for full-paper submission

Information on the areas of submission and how to submit can be found at:
WWW = http://cslab.anu.edu.au/icslp98 - E-mail Submission: icslp98@one.net.au
Postal: ICSLP98 Secretariat, GPO Box 128, SydnEyW 2001,Australia
Technical queries: Robert Dale - email: rdale@mpce.mg.eedGameral Information: Email: icslp98@tourhosts.com.au
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New resouices

ELRA-S0049The SPKdatabase

SPK is an Italian speech database of isolated and connected digits. It was designed and collected at the Istituto per la Ricerca Scier

e Tecnologica (ITC/IRST)Trento, Italy SPK was conceived for speaker recognition and verification purposes.

With this CD-ROM, speech material corresponding to isolated digits acquired from 100 speakers (30 females and 70 males, fromn
to 50 years old) is released. Most of the speakers are from the North-East. @desdgh material was collected from each speaker
during five recording sessions scheduled ofedéht days. During a recording session four repetitions of the ten Italian digits were

acquired from a speaké total of 20,000 speech waveform files form the corpus.
Recordings were performed in a quiet room. Speech was acquired at 48 kHz, with 16 bit albguresans of a Digitaludio Tape

Recoder SonyfCD-D10PRO and a supeardioid microphone Sennheiser MKH 416¥hen, digital recordings were downsampled
to 16 kHz. Speech waveform files in the corpus were stored in the SREIERE format by using the SPHERE libramgrsion 2.6a.
Price for ELRAmembers: Price for non members:
for research use: 400 ECU for research use: 800 ECU
for commercial use: 800 ECU for commercial use: 1,600 ECU
ELRA-LO030 Bilingual Collocational Dictionary (Horst Bogatz)
The bilingual English-German collocational dictionary consists of around 40,000 English headwords, including concepts expressec

more than one word (e.g. "environmental awareness” or "lame duck") and hyphenated compounds. It contains verbs, adjectives, <

nyms and phrases that collocate with the headword, as well as the German equivalents for the headwords and their Englig

The corpus on which the dictionary is based consists of a representative group of written (British) English texts books,
and quality Press which runs to about two million wofdlsentries are based on contemporary evidence, and are typical of
that appear at least once in a two-million word corptg. examples and phrases are a major feature of this dictionary

A global search will provide all collocations that can possibly be associated with the search seadch engine, thédvanced

h synor
magazir
words

Reader's Collocation Searcher (ARCS), is supplied with the data and provides all possible German equivalents of the Akadwords

entries are sorted according to part-of-speech categdhiedatter feature makes it possible for searches to yidltatit useful con

binations of words, e.g. noun + verb + adjective + examples extracted from the corpus + syAayigha.search will also locate gl

words semantically connected with the search word in both English and German.
File format: 8-bit ASCII Medium: CD-ROM
Price for ELRAmembers: 210 ECU Price for non members: 300 ECU

ELRA In the News

ELRA was the subject of an tle by | nology, ELRAs also looking for spee| the University of Chicage'Website!).The
Bernad Montelh in Le Monde - Radiqg, ch data, which is of interest in relatignelectronic version of the dictionary (the
Télévision, Multimédia - of Sunday |1to speech recognition research (dic[aTLF itself), which uses 8Veb navigator as
February 1998.An abstract of the text hastion, voice navigation, human-tg- an interface, currently only comprises five

been translated and iseproduced below] machine telephone dialogs, etc|)volumes. Six others will be ready bef
(courtesy of Le Monde): Researchers in this area need the

“...Many resources are lying around unuserepresentative samples of real-life sp

ore

csummer and the last six (chronologically
espeaking the oldest six, which are the most

in research laboratories when they could|tkers possible. “The best example [icdifficult to handle due to the di&rences in

used. In European projects, such resourc Lemsi (sic), a CNRS laboratqrwhich

the language) will be completed towards

are lost when the project ends”, says Khglicreated the first French oral databagtthe year 2000. Howeviedacques Dendien,

Choukri, CEO of the European Languag\We were certain that it would be
ResourcesAssociation (ELRA). Set up &t interest to quite a lot of people, so
the end of 1995 on the initiative of t
European Commission, the association
incorporated in Luxembogrbut based i

eup the parts already available on

iICNRS5s legal service to license it i
return for royalty fees.”

fhead of ITat INaLF hopes to be able to put

the

econvinced the researchers and then fttinternet relatively quickly once evaluation
is complete.This is the background to the
tough negotiations currently going on with

Paris. Its object is precisely to identityOne of the main barriers to the disserhiGallimard, the publisher of the printed

those resources which might interest pullination of data outside its origin | version.

sector oganisations and private enterprise context are legal and financial conside“In Germany things are cleacut: data
working in the field of language, to nego rations. The texts must be free of all created by public sector research bodies
tiate the rights with their producers and [tirights and encumbrances, which is ncusing public money belong to everyone,
ensure their distribution. “The rise of thethe case with contemporary works and companies want to make the most of
Internet and, more generallinternational| This means that only some of the 3,50ithis. In France, the position is that thats
changes are leading to a growing demartexts dating from the sixteenth centuryonly facilitates creation, and the research
for sophisticated search tools, online dietlodown to the present day which afelabs remain in possession of their work and
naries, machine translation systems, specontained in the corpus used to build thcan do as they please with it”, explains
ling and grammar checkers and gistipudictionary known as th@résor de la| Khalid Choukri. “Howeverwe have a ves
tools”, explains Khalid Choukri. ‘@ work, | langue francaise, a national dictionanted interest in their dissemination, especial
all of these tools have to be based on majestablished by the INaLF (Institdtly in order to be able to meet the needs of
linguistic corpora which may either beNational a la Langue Francaise), coulicorpus linguistics, which are not competing
general, or specialised e.g. for translatinbe ported to the Internet (restrictecwith such base applications/hen all is said
technical documentation.” access is available via the site hosted|kand done, what is at stake is the position of
In addition to written resources and ternpithe INaLF... and unrestricted access yithe French language on the Internet.”

EUROPEAN

ASSOCIATION
OVIIONVL

The ELRANewsletter February 1998

RESOURCLES



