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Abstract

Arabic person named entity has unique characteristics that govern the generation and the analyzing processes. This work presents an
infrastructure that has been developed to assist and simplify the processes related to Arabic person named entities such as generation,
recognition, translation and transliteration and correction. The infrastructure consists of a single two-dimensional person name map-
table that maps the root of a given Arabic person name to its valid pattern. Each valid Arabic person name or Arabic name fraction is
projected onto that table. Each projected entry is assigned some properties that identify some affixation and gender characteristics.
The paper will focus on two main parts regarding the Arabic person name map-table. The first part will be devoted to discuss the
Arabic person named entity production behaviour of Arabic language with emphasis on some statistical findings on the capabilities of
roots in producing person names and patterns usability as a model for person name. The second part will discuss the usability of the
Arabic person name map-table as a training set to assist the process of person named entity recognition, correction and transliteration.

Introduction

Named Entity Recognition (NER) is the process of
identifying proper names including people, locations, and
organizations, in a given text. It is a basic process
developed for many languages and used to assist many
automated applications such as translation, named entity
transliteration, text POS Tagging, information retrieval
and data mining. Person Named entity is a subclass of
Named Entity that deals with person names.

Most of the Arabic person names are generated in the
same manner as other Arabic nouns and hence follow the
same morphological and syntactical rules. In general
Arabic words are derived from set of about six thousand
roots using few hundreds patterns. Most likely, if an
Arabic person name is taken out of its context, then it will
not be recognized as so due to lake special identification
marks such as capitalization. As the case of normal text,
Arabic person names within a text will be written with no
short vowels. After the spread of Islam, some new Person
names and Person naming convention have been adapted
by Arabic language. Some of those names do not easily
follow the grammatical and syntactical rules of Arabic
language, and it adds complexity to the processes needed
to treat them (Akhtar 2007).

Single Arabic person name comes in different formats
including simple, affixed and compound. The simple
form representing a simple person named entity such as
== "Omar" that can be mapped to a root-pattern. Affixed
names such as el "Alomar" is a simple person name
prefixed with one or more name-prefixes. Finally, a
compound name such as ol gsed "Samsuldain” is a name
that is composed of two or more simple names with one or
more name-prefixes. These variations complicated the
process of handling Arabic person named entities.
Furthermore, absence of vowels from Arabic text added
more complexity to the processes. It is very common to
interpret an non-diacritized Arabic word as being a verb, a
noun with many meanings or a person name with one or
more spilling. For instant, the word "(=a" as a person
name, can be interpreted as “c~a” to name a male or as
"G to name a female.
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Arabic names are based on a long naming system
generated by chaining list of names. This system is in use
more or less throughout the Arab world. Affixation and
inserting name connectors is a common phenomenon in
Arabic person naming system. A given Arabic name can
be decomposed into simple names, name affixes and name
connectors. For example the name of this Umayyad
caliphate "0 s_» (» lallue” hag el and "ol 5 <" as simple
names, "xe" and "J" as name prefixes and "c»" as a name
connector.

Dataset

Corpus of unique Arabic person names is used to build the
dataset. The list consists of more than 100,000 unique
given names and surname of Saudi nationalities.

Each compound person named entry in the collection is
decomposed into smaller name fractions. Further more,
name affixation articles, such as J) and s, were identified,
removed, and listed in another table. Finally, each simple
name or name fraction is tagged with left and right
affixability (ability to accept affixes) and gender
properties and then projected onto the proper cell in root-
pattern map-table. At the end of this tedious manual
process, a total of sixty thousands cells were created with
all properties assigned. As shown in Figure 1 the map
table is virtually a two dimensional table that maps root
with pattern for every valid Arabic person name fraction.
Two more tables were created as result of this process,
namely the pattern and affix/connector tables. The Pattern
table lists all patterns used in the map-table along with
usage frequencies. Table 1 list the most frequently used
patterns. The other table is the name affixes/connector.
Table 2 lists the most common name affixes and name
connectors used in Arabic. A third table was created and
added to the dataset to assist the process of person name
entity recognition. The table is the trigger token list. The
table lists set of tokens that are used to determine whether
the proceeding and/or the succeeding word may trigger a
certain person named entity. Table 3 shows partial entries
from trigger token list.

Figure 1: Arabic name map-table for the dataset
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count | % count | %
alad 3603 | 5.74 | =is 603 | 0.96
Jad 3364 | 5.36 | Jlad 599 | 0.95
Jad 3096 | 4.93 | Jebs 517 ]0.82
Jad 2890 | 4.60 | Jelis 506 | 0.81
OUad 2406 | 3.83 | s [ 425 | 0.68
Al 2261 | 3.60 | Jd=d 407 | 0.65
(Axd 2235 | 3.56 | Jsd 374 | 0.60
(o 1852 | 2.95 | Jwil 363 | 0.58
Jeld 1809 | 2.88 | Jail 346 | 0.55
Jaia 1680 | 2.68 | Jis 346 | 0.55
(A 1552 | 2.47 | daié 337 | 0.54
oU=d 1327 | 2.11 | b 330 0.53
Jsad 1283 | 2.04 | b 326 | 0.52
s 1253 | 2.00 | 4 325 | 0.52
Jlad 1179 | 1.88 | dlské 325 0.52
) 1139 | 1.81 | J=is 323 | 0.51
s 1136 | 1.81 | 28 315 | 0.50
Alad 997 1.59 | dllg 292 0.47
s 964 1.54 | 4= | 291 0.46
Otliad 933 1.49 | 4aluws 284 | 0.45
Jsled 837 1.33 | oalsd 274 0.44
s 749 1.19 | Jidid 264 | 0.42
Arid 687 1.09 | +Was 256 | 0.41
JUas 644 1.03 | Wxd 252 | 0.40
I 641 1.02 | dseeld [ 250 | 0.40
Table 1: Most frequently used patterns
Affixes / connectors
o | ad 3| = - | o=
ol | dal " = e | JY
5l @\ b 13 B | oY
o | Al - Gy | Bawe | M
S1Jd o |8 x|
J o Qb | g | sae | A

Table 2: Common name affixes and connectors.

s)00.1
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a_yinall Sl ksl JEEOA]
i sall FORIA] Gl PR

A adags il ol Jadl
A das 3 gl sl el
aic 4l ) i odasl) )l
A das g 250, Cnadll CM\
sy Jsm il RG]
R il FRT] a5l
T el o150 gl
PRI aaal asnyall Adigal)
Y adall ac Ll Sy
3! PR Bae Ll il

Jl ey Dkl b piall 28
PRy aaall 44 i) sl
FRICY] el alall ]
) Cy jall FORTN FIRN

Table 3. Trigger token list

Arabic Person Name Generation

Three interesting observations can be made about personal
name generation of Arabic language. First observation is
about roots capability of producing personal named
entities. Roots vary in their generation capability, some
roots such as "2 a " are very generous in producing
person names and some do not contribute at all to the
name list. Table 4 shows the most productive Arabic
roots. The second observation is that only 16 Arabic
patterns contribute to the production of more than 50% of
Arabic person names. The last observation is regarding
number of patterns per pattern length. Figure 2 shows that
patterns of six characters in length contribute more to the
pattern map. That does not mean that patterns of six
characters produce more names. As matter of fact Figure
3 shows that patterns of length of five letters are the most
productive patterns for Arabic person names.

root names count root names count
e 146 250 60
alu 112 e 57
s 107 o 56
G 90 o 56
e 89 oyl 55
e 80 Jic 55
AW 71 o 53
e 71 NIEN 52
& 68 dse 52
»ad | 66 e 52
A 66 axd 52
Ja 63 T~ 51
Bt 63 Jaa 50
o 61 2 50
& 61 el 50
(&P 61 A 50

Table 4: Most productive roots
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Figure 3: Number of generated names per pattern length

The Dataset as a Transliteration Tool

Transliteration is a fundamental task in any machine
translation systems (Kashani, 2007). It also has potential
needs in many information system applications (Al-anzi,
2004; Larkey, et al 2003).

Diacritic restoration for non-diacritized Arabic names is
an essential step in transliteration process. Researchers
have taken different approaches to diacritized Arabic
name prior to transliteration. Alghmdi (2005) approach is
achieved by using a lookup table to find one or more
diacritized names that match a given input name. Al-anzi
(2004) proposed stochastic models for automatic diacritics
restoration of Arabic names.

Many other researchers based their transliteration
approaches on utilizing parallel corpora. Hermjakob et al
(2008) developed a trained Transliteration system based
on a bitext of seven million sentences and Google’s
English terabyte ngrams. Hassan et al, (2007) proposed a
language independent approach to extract two lists of
named entities to be used for transliteration, from two pair
of aligned documents. Fei (2005) developed several
language-independent features to capture phonetic and
semantic similarity measures between source and target
named entity pairs to solve various named entity
translation problems presented in different language pairs
including Arabic to English. Tan et. al (2005) utilize
comparable corpora to develop an unsupervised named
entity transliteration approach using temporal and
phonetic correlation.
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To illustrate the usability of the dataset for transliteration,
we use a pattern match score formula along with pattern
usage frequency as suggestive tool for the process of
diacritic restoration.

Pattern match score formula is a very simple selecting tool
to suggest the most appropriate patterns that can be used
to diacritize a given Arabic person name. It will give a
single point if a letter from the person name matches an
original pattern letter (i.e. "<", "¢", "d"). And it will give
two points if a letter from the person name matches a non
original pattern letter (e.g. "s", min e "3y For example,
for the name "~!", all three letters patterns with no weak
letters (e.g. "J=d", "J=d" "Jad" "Jxd") will give the same
match score of three. However list of patterns with a
weak LAM letter (23", "23", " 23" "2") will score
four points. As a result, pattern selection should be
applied on the second list rather than the first. Within a
list of patterns with the same high score, a pattern or more
with the highest frequencies will be suggested. Those
patterns then will be used to restore diacritic prior to
transliteration. Table 5 shows sample scoring results and
frequency based selection for some supplied person
names.

match score | pattern | frequency
50

8 iR 7

9 il 23
9 (54 247
9 s lad 4

9 (5.5ded 2

9 (s.sU1=d 32
4 e 7

4 Jais 1

4 Al 2

5 i 8

7 NiNH 15
8 oUled 15
8 JUsd 7

9 olLmb 253
Jhl

3 Jasl 2

3 Jadl 337
3 Jad 21

5 Jeld 36
5 Jels 20
5 Jeld 1730
Olany

5 il 363
5 i) 24
5 Ja) 53

5 U 1265
5 sl 26
5 illad 128
6 JUaed 218
7 OMad 1943
7 a3 53
7 Uz 6

7 OMad 174
7 o 7

7 =i 210

Table5: Sample scoring results



Correctness

To further investigate the capability of the dataset to
suggest a correct pattern for a given Arabic personal
name, we run series of experiments. From the dataset we
generated a rough data of more than 60000 entries of
person names. FEach entry has two values; the name
(which can be a name fraction) and its correct pattern.
Same names might be listed more than once, and hence
associated with different patterns. The generated data is
divided into to sets; randomly selected training set (80%)
and testing set (20%). We run the same experiment ten
times, each time with different training and testing sets.
For each run we generated a frequency list out of the
training set. For each entry in the testing set, we run the
selecting tool to suggest the most appropriate pattern list.
From the suggested pattern list we recorded the position
of the correct pattern, if any. Table 6 counts the number
of times the correct pattern appears in a given position in
the suggested pattern list. Figure 4 shows the probability
that the correct pattern for a given name appear in a
corresponding sequence. In summery, results show that
for set of totally new names, the probability that the
correct pattern is appear in the first three suggested
patterns is 0.94, the probability that the correct pattern is
appear in the first two suggested patterns is 0.86 and
probability that the correct pattern is appear as the first
suggested patterns is 0.69.

run | Number of times the correct pattern appears in a
given position in the suggested pattern list for
10200 names

Ist 2nd 3rd | 4th | 5th | 6th | 7th

1 7059 | 1739 | 797 | 340 | 111 | 68 | 45

2 7007 | 1685 | 791 | 347 | 127 | 64 | 58

3 6996 | 1794 | 766 | 334 | 112 | 65 58

4 7096 | 1754 | 725 | 342 | 121 | 69 | 64

5 6956 | 1809 | 807 | 359 | 120 | 67 | 58

6 7024 | 1806 | 774 | 338 | 119 | 58 | 48

7 7005 | 1816 | 817 | 349 | 121 | 70 | 45

8 7146 | 1687 | 740 | 336 | 129 | 68 | 48

9 7021 | 1759 | 746 | 342 | 125 | 64 | 48

10 | 7038 | 1710 | 741 | 329 | 123 | 52 69

Table6: Sample scoring results
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Figure 4: probability of a correct pattern shown in
suggested pattern list
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Conclusions and Future Work

This work presented a basic dataset that can be used to
assist processes related to Arabic person named entity
generation and recognition. Some interesting findings
about Arabic person named entity generation were
introduced. Some of those findings were utilized to
automate and assist the Arabic name transliteration. In a
future work, the dataset will be utilized and tested in the
process of Arabic person named entity recognition.
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